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ABSTRACT
This paper presents a combined pilot-assisted and decision-directed approach to estimate a Rayleigh flat fading MIMO channel. The suggested algorithm is very attractive in comparison to other tracking techniques due to its simplicity and numerical robustness. We introduce a moving-average filter to suppress the noise and show that optimizing the filter parameters such as length and initialization coefficients leads to significant performance improvement. Simulation results for different Doppler frequencies show the effectiveness of the proposed scheme.

I INTRODUCTION
MIMO systems with coherent detection can deliver high channel capacity provided that an accurate knowledge of the channel is available at the receiver. The performance can be even increased if the channel state information (CSI) is also available at the transmitter. Algorithms to precisely estimate the CSI are therefore crucial. Often periodical pilot-assisted channel estimation (PACE) is employed. In [1], an effective signal to noise ratio (SNR) was derived to take account of the channel estimation (CE) errors as an additive source of noise. The optimal ratio between the training and data phase was also considered. However, in fast-varying channels, PACE does not only decrease the bandwidth efficiency but is also incapable of detecting the fast variations of the channel. Therefore, tracking techniques have to be applied.

A method, that does not require additional pilots is decision-directed channel estimation (DDCE). It considers the recovered data as “new pilots” and can therefore feed the CE module with data that permanently takes account of the actual channel state. The advantage of this method in comparison to others such as interpolation, Wiener or Kalman filtering is that it does not introduce a delay nor does it require any knowledge about the statistical properties of the channel. Furthermore, it is not subject to numerical problems and shows a small computational complexity. The main drawback of DDCE is its sensitivity to wrongly detected data which causes an error propagation, especially in the low SNR regime. Therefore, in this paper DDCE is combined with a periodical PACE scheme as described in [2] and [3].

We also analyze different filtering techniques in order to suppress the noise inherent to the decision-directed channel estimates. The maximum a posteriori (MAP) filtering in [4] tends to be numerically unstable if the channel varies slowly, as it is the case for many filters of this kind [5]. To tackle this problem, we introduce a moving-average filter. This solution is also suggested in [6]. The optimal filter design is however not considered in detail. We show that due to the recursive nature of the algorithm, filter length and initialization conditions have an important impact on the CE quality.

II SYSTEM MODEL
We consider an $M \times N$ MIMO system. The $N \times 1$ receive signal vector at time instant $k$ is given by:

$$y(k) = H(k)s(k) + n(k)$$ (1)

where $s(k)$ denotes the $M \times 1$ sent signal vector, $H(k)$ denotes the $N \times M$ MIMO flat fading channel matrix and $n(k)$ the $N \times 1$ additive white gaussian noise (AWGN) vector whose complex elements are iid and $CN(0, \sigma^2)$. The channel matrix can be written as $H(k) = \begin{bmatrix} h_{1}(k) & \cdots & h_{M}(k) \end{bmatrix}$, with $h_{i}(k)$ denoting the $i$th column of $H(k)$.

The element $h_{ij}(k)$ of $H(k)$ represents the channel coefficient between the $j$th transmit and the $i$th receive antenna which is assumed to be $CN(0, 1)$ and realizes a discrete-time Rayleigh flat fading process in the base-band. Its temporal autocorrelation function satisfies:

$$E\{h_{ij}(k)h_{ij}(k')^*\} = J_0(2\pi f_{d}(k - k')T_s)$$ (2)

where $T_s$ stands for the symbol period, $f_{d}$ is the Doppler frequency and $J_0$ is the first kind Bessel function of zeroth order. For convenience, we define at this level the normalized Doppler frequency $f_{d,norm} = f_{d} \cdot T_s$. In order for the receiver to estimate the channel, orthogonal pilot symbol vectors $s_p$ are periodically sent during the training period that takes $L_p$ symbol periods $T_s$. The training phase is followed by a data transmission phase where $L_d$ symbol vectors are sent. At the end of the training phase, a channel estimate $\hat{H}$ is computed by means of the received pilots according to the maximum Likelihood (ML) or the minimum mean squared error (MMSE) principle. In the absence of tracking, the pilot-based channel estimate is used for the coherent detection of data symbols during the subsequent $L_d$ symbol periods. The periodical frame structure is illustrated in Fig. 1. We further introduce the parameter $\tau$ which denotes the time elapsed since the last PACE, i.e. $0 \leq \tau \leq L_dT_s$.

A Computing the raw channel estimates
The combined PACE and DDCE scheme is illustrated in Fig. 2. A first channel estimate $\hat{H}$ is computed at the end of the training phase. Then, in the tracking phase, new channel coefficients can be estimated based on the detected symbols as follows [4]:

$$\tilde{h}_{ij}(k) = \frac{y_i(k) - \sum_{\tau=1}^{M} \tilde{h}_{iq}(k)\tilde{s}_q(k)}{\tilde{s}_j(k)}$$ (3)
constellations. The new value in (4) for the computation of the next one for the same time instant is time-efficient. However, one has to make sure that (4) can be differently chosen according to whether the computation order of the raw channel estimate columns in Figure 1: Frame structure with periodically alternating training and data transmission phases

\[ \hat{h}_{ij}(k) = \frac{1}{\hat{s}_{j}(k)} \left( y(k) - \sum_{q=1, q\neq j}^{M} \hat{h}_{ij}(k) \hat{s}_q(k) \right) \]  

\[ j = 1, \ldots, M \]  

Figure 2: MIMO receiver with pilot-assisted and decision-directed channel estimation

**B Processing order of the raw channel estimate columns**

The processing order of the raw channel estimate columns in (4) can be differently chosen according to whether the computation is done at a single time instant or upon an interval of e.g. B time instants.

At a given time instant k, applying (4) for all \( j = 1, \ldots, M \) simultaneously is time-efficient. However, one has to make sure that some old channel estimates are still valid since it is otherwise not possible to compute \( M \times N \) unknown variables upon one channel observation (1).

An alternative method would be to wait until a block of B data vectors is detected, such that B observations are available. To be able to compute all \( M \times N \) unknown variables, B must satisfy \( B \geq M \). Assuming that the channel matrix did not change in the interval of B symbol periods and the detected symbols are identical to the sent ones, we can write the following:

\[ \hat{Y}_i(k) = \hat{H}_i \hat{S} + \hat{N} \]  

where \( \hat{S} = [\hat{s}_0, \hat{s}_1, \ldots, \hat{s}_{B-1}] \) and \( Y = [y_0, y_1, \ldots, y_{B-1}] \) are the matrices of the last B detected and receive vectors respectively. \( N = [n_0, n_1, \ldots, n_{B-1}] \) is the corresponding AWGN matrix.

To compute the decision-directed estimate \( \hat{H} \), we can apply the MAP method, i.e search for the channel estimate that maximizes the probability density function \( p(H|Y, S) \). Therefore, we rewrite (6) in vector form to apply standard results from estimation theory:

\[ vec(Y) = (S \otimes I) \cdot vec(H) + vec(N) \]  

where \( \otimes \) is the Kronecker product. The MAP estimate is given by the well-known equation [7]:

\[ \hat{H}_{MAP} = vec \left( \hat{H}_{MAP} \right) = R_{hh} X^H (X R_{hh} X^H + R_{\tilde{n}\tilde{n}})^{-1} \tilde{y} \]  

where \( (.)^H \) refers to the Hermitian of a matrix, \( R_{hh} = E \{ h h^H \} \) and \( R_{\tilde{n}\tilde{n}} = E \{ \tilde{n} \tilde{n}^H \} \). Alternatively, we can apply the least minimum square (LMS) method and minimize the mean square error \( \| \hat{H} - H \|^2 \). The solution is given by:

\[ \hat{H}_{LMS} = Y \cdot \hat{S}^H \cdot (\hat{S} \hat{S}^H)^{-1} \]  

As it can be seen from (7) and (8), both solutions require a matrix inversion, where the matrix and consequently its invertibility highly depends on the data, which is very undesirable. In [8], an iterative method was suggested to avoid the matrix inversion. The convergence of the method depends however on the SNR range. Besides the iterative algorithm generates a delay until a new channel estimate is available.

In the following, we adopt the simultaneous processing of all columns at a single time instant, i.e. once a symbol vector is detected, (4) is applied for all \( j = 1, \ldots, M \). By this means, we make use of the actual information available about the CSI at each time instant. Furthermore, we avoid numerical problems and complexities induced by matrix inversion and do not introduce any further delay that would impair the real-time functionality of the algorithm.

**C Noise suppression from the raw estimates**

In (4) and under the assumption that the symbols \( \hat{s}_j(k) \) are correctly detected, the new computed channel estimates are subject to two independent sources of noise. The first one is AWGN \( n(k) \) inherent to the received signal \( y(k) \). The second one is caused by the previous noisy channel estimates. Just after the PACE, the channel estimates are affected by a zero-mean gaussian noise with variance \( \sigma_p^2 \). In case of uncorrelated MIMO channel, we have \( \sigma_p^2 \tau = \frac{P_s 2M}{P_c R_s} + 2(1 - J_0(2\pi f_s \tau)) \), where \( P_s \) and \( E_s \) denote the energy of the pilot and data symbols respectively [1, 2]. Making the further assumption that
PSK is used, the mean square error (MSE) of the raw channel estimates is given by:

\[ e(k) = E \left[ \hat{h}_{ij}(k) - h_{ij}(k) \right]^2 = (M-1)e(k-1) + \frac{2\sigma^2}{E_s} \]  

(9)

which says that at each time instant \( k \), \( 1 \leq k \leq L_d \), the MSE is composed of one part which depends on the CE error of the previous time instant \( k-1 \) and a second part which is directly related to the AWGN of the receive signal and equals the inverse of the SNR per symbol \(^3\).

In the following, the raw channel estimates have to be filtered to reduce the MSE in (9). Let \( \hat{h}_{ij}(k,L) \) denote the vector consisting of the last \( L \) raw estimates anterior to time instant \( kT_s \), i.e.

\[ \hat{h}_{ij}(k,L) = [ \hat{h}_{ij}(k-L), \hat{h}_{ij}(k-L+1), \ldots, \hat{h}_{ij}(k-1) ]^T. \]

We now determine the filter \( w = [ w_0 \ w_1 \ \ldots \ w_{L-1} ]^T \) such that the filtered decision-directed channel estimate

\[ \tilde{h}_{ij}(k) = w^T \hat{h}_{ij}(k,L) \]  

(10)

satisfies an optimization criterion which we will define in the next paragraph.

D  Optimal Combining of the raw estimates

Considering \( \tilde{h}_{ij}(k) \) according to (10), the optimization problem can be described as follows:

\[ \min_w \left\{ E \left[ \tilde{h}_{ij}(k) - h_{ij}(k) \right]^2 \right\} \]  

(11)

The solution, also called Wiener solution [7, 4], is given by:

\[ w = R_{\hat{h}\hat{h}}^{-1} r \]  

(12)

where

\[ r = E \left\{ \hat{h}_{ij}(k,L) h_{ij}^T(k) \right\} \]

and \( R_{\hat{h}\hat{h}} = E \left\{ \hat{h}_{ij}(k,L) \hat{h}_{ij}(k,L)^T \right\}. \)

For the computation of \( R_{\hat{h}\hat{h}}^{-1}, \) the condition number of \( R_{\hat{h}\hat{h}} \) is very important to determine the accuracy of the solution\(^4\).

For a normalized Doppler frequency of about \( 10^{-2} \) or more, the condition number is still large enough such that the inverse matrix can be accurately determined. For smaller values of \( f_{dnorm} \) and the channel model given in (2), the matrix is very bad-conditioned. The solution of (12) is therefore confronted with severe numerical problems. In [8], a similar problem was solved by a simple heuristic approach. To improve the conditioning of \( R_{\hat{h}\hat{h}} \), the values along the principal diagonal are increased by a very small amount \( \epsilon \). For instance, choosing \( \epsilon = 10^{-6} \) reduces the condition number from \( 10^{19} \) to \( 10^{12} \).

This solution, although optimal in the MMSE sense, requires a further optimization with regard to the parameter \( \epsilon \), which we do not follow in this paper.

\(^3\)From (9), we can state the MSE dependency on the PACMSE \( e(0) = \sigma^2_{\epsilon}(T_s) \) as \( e(k) = (M-1)e(0) + (M-1) \cdot 2\sigma^2_{\epsilon} + \frac{2\sigma^2}{E_s} \).

\(^4\)Note that in the high SNR range and for the channel model in (2) \( R_{\hat{h}\hat{h}} \) is given by \( R_{\hat{h}\hat{h}} = {\text{Toeplitz}} \left[ \begin{array}{c} J_0(2\pi f_d T_s) & \cdots & J_0(2\pi f_d (L-1)T_s) \\ J_0(2\pi f_d LT_s) & \cdots & J_0(2\pi f_d T_s) \end{array} \right] \) and \( r = [ J_0(2\pi f_d T_s) \ \cdots \ J_0(2\pi f_d (L-1)T_s) ]^T. \)

E  Sub-optimal Combining of the raw estimates

In order to tackle the problem of numerical instabilities when applying the Wiener solution, we adopt a moving-average FIR filter, whose coefficients do not take account of \( R_{\hat{h}\hat{h}} \). In doing so, we notice that the length \( L \) of the filter and its initialization are a key factor for the performance of the CE since we are dealing with a recursive processing. We further introduce the parameter \( L_1 \) as one index of the filter coefficients, e.i. \( 1 \leq L_1 \leq L \). We propose the following four different initialization procedures:

- Procedure A (ProcA): Initialization with zero until \( L_1 \). Wait until \( L_1 \) raw estimates are available for beginning with the DDCE. Meanwhile use the pilot-assisted channel estimates. The filter coefficients are constant for all time instants and equal \( \frac{1}{L_1} \).

- Procedure B (ProcB): Initialization with pilot-assisted channel estimates until \( L_1 \). Begin immediately with the DDCE. The filter coefficients are constant for all time instants and equal \( \frac{1}{L_1} \).

- Procedure C (ProcC): Initialization with zero until \( L_1 \). Begin with the DDCE when \( L_1 \) raw estimates are available. Adapt the filter coefficients correspondingly.

- Procedure D (ProcD): Initialization with pilot-assisted channel estimates until \( L_1 \) and with zero from \( L_1 \) until \( L_1 \). Begin immediately with the DDCE. Adapt the filter coefficients correspondingly.

The four different initialization procedures result in different mean CE errors. Consequently, the bit error ratio (BER) performances of the corresponding CE schemes also differ, which we will thoroughly discuss in Section III.

III  PARAMETER OPTIMIZATION

We optimize the values for the parameters \( L \) and \( L_1 \) by numerical evaluations. If not otherwise stated, we adopt the parameter set of Table 1. We generally use an ordered successive interference cancellation (OSIC) MMSE detector according to [9].

Table 1: parameter set for simulation

<table>
<thead>
<tr>
<th>( M \times N )</th>
<th>( T_s )</th>
<th>modulation</th>
<th>( (L_1, L_d) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 \times 2 )</td>
<td>( 20 \mu s )</td>
<td>BPSK</td>
<td>( (2,300) )</td>
</tr>
</tbody>
</table>

Denoting the modulation order as \( Q \), the mean SNR per information bit is defined as \( SNR_{dB} = 10 \cdot \log \left( \frac{M \cdot E_b}{Q \cdot 2\sigma^2} \right) \).

A  Filter length

The longer the filter, the better the suppression of noise will be. However, in fast varying channels the CSI becomes out of date. Therefore, the filter length \( L \) has to take account of the channel coherence time. We evaluate the BER for different values of \( f_{dnorm} \) by computer simulation. Fig. 3 shows the results for \( f_{dnorm} = 2 \cdot 10^{-4} \) and \( 2 \cdot 10^{-2} \), where ProcA is applied. Fig. 3 left shows that a lower error floor can be achieved by increasing \( L \). However, exceeding a certain value, the CSI becomes out of date and the BER degrades. This effect occurs even more clearly for higher \( f_{dnorm} \), as can be seen in Fig. 3 right. We define the optimal \( L \) such that the temporal
The initialization procedure in Fig. 4 bottom right. The same effect is noticed for ProcD.

This parameter has to be optimized in the case of initialization procedures C and D. In Fig. 4, we plot the MSE as a function of $\tau$. All DDCE procedures lead to an MSE, which is much lower than the PACE MSE result. The curve shows furthermore that at the end of the frame all procedures yield approximately the same MSE, whereas differences can be noticed at the beginning of the frame for an SNR of -3 dB, see Fig. 4 top right. For the same MSE, whereas differences can be noticed at the beginning of the frame all procedures yield approximately the same MSE. In the high SNR range, ProcC and ProcD result in the lowest BER.

In this paragraph, we investigate the performance of the CE algorithm with four different MIMO detectors, namely, ZF, MMSE, OSIC ZF and OSIC MMSE. Because of the recursive algorithm, the better the detector, the more accurate the detected symbols will be and the better the decision-directed channel estimates are. Therefore, we expect a larger gain for OSIC detectors, which is confirmed by simulations in Fig. 8.
We want to emphasize that our method is applicable independently of the detection scheme, which is a great advantage. We also simulated the ideal case where all received symbols are error free, which gives us an upper bound. In this case, only the noise inherent to the PACE and the AWGN term contribute to the CE error. From Fig. 9, we conclude that the error propagation induced by wrongly detected symbols impairs the BER significantly. The gain achieved by perfect detection is even higher at higher Doppler frequencies.

V Conclusion

We presented a combined pilot-assisted and decision-directed channel estimation scheme that is capable of improving the channel estimates making use of the minimal required number of pilots. The algorithm is not only bandwidth-efficient, but also numerically robust and significantly reduces the BER floor induced by the channel estimation errors for pilot-assisted methods only. We also showed that a moving-average filter with optimized parameters, such as length and initialization, can further improve the performance.
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